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 General

 Late-Game Reversals in Professional Basketball, Football,

 and Hockey

 Paramjit S. GILL

 Empirical evidence suggests that in basketball, football, and

 hockey, the leader at the beginning of the final period (quar-

 ter or period) wins the game about 80% of the time. We

 discuss modeling of late-game reversals in NBA, NFL, and

 NHL sports. The models are built around the assumptions

 that basketball scores and football scores are normally dis-

 tributed and hockey scores vary according to a Poisson

 distribution. The models also accommodate the proverbial

 home field advantage. We use data from the 1997-1998 reg-

 ular seasons of the leagues to estimate the parameters for

 the models. Predictions from the probabilistic models are

 in excellent agreement with the actual outcomes.

 KEY WORDS: Goodness-of-fit; Normal distribution; Pois

 son distribution; Sports data.

 1. INTRODUCTION

 Most of us enjoy watching our favorite teams play-
 ing (and winning) in professional sports. Suppose you are
 watching on TV your favorite team playing a late night

 game. If your team is leading in the late part of the game,

 can you afford to switch the TV off to go to sleep? Mosteller

 (1997) suggested that one can do so unless the game is
 very close. Empirical evidence suggests that in basketball,

 football, and hockey, the leader at the beginning of the fi-
 nal period (quarter) wins the game about 80% of the time
 (Cooper, DeNeve, and Mosteller 1992). A late-game rever-
 sal occurs if the team trailing at the beginning of the final
 period recovers to win the game.

 In this article we revisit the question of reversals using

 some recent and more extensive data from games played
 during the regular seasons of the National Basketball As-
 sociation (NBA), the National Football League (NFL), and
 the National Hockey League (NHL). An NBA game con-
 sists of four quarters of 12 minutes each. If the scores at
 the end of regular time are tied, play is continued in five-

 minute overtime periods until the tie is broken. Similarly,

 an NFL game is played in four quarters of 15 minutes each,

 and a tied game is extended for a sudden-death period of

 15 minutes. The game can end in a draw. Ice hockey in the

 NHL is played in three periods of 20 minutes each. In case

 of tied scores at the end of regular time, the game goes for

 a sudden-death tie breaker period of five minutes. About

 one in six of regular season NHL games ends in a tie.

 The probabilistic modeling is built around the assump-

 tions that basketball scores and football scores are normally

 distributed and hockey scores vary according to a Poisson

 distribution. The use of normal distribution for the Amer-

 ican football (NFL and college) and basketball data has a

 long history (Stern 1991, 1998; Carlin 1996). Poisson dis-

 tribution is an appropriate model for low scoring sports like

 ice hockey and soccer. Mullet (1977) suggested using Pois-

 son modeling for NHL scores. Recently, Danehy and Lock

 (1995) developed the College Hockey Offensive/Defensive

 Ratings (CHODR) model based on Poisson distribution.

 Dixon and Coles (1997) and Lee (1997) used the Poisson

 model for the soccer scores in English leagues.

 Almost all the league games are played at the "home

 arena" of one of the two teams. Thus, the two teams in

 a game are distinguished as "home" and "away" teams. It

 is well known that professional games exhibit some home-

 field advantage. We do not distinguish between the favorites

 and underdogs. As noted by Cooper, DeNeve, and Mosteller

 (1992), the present data also exhibit home-field advantage
 in reversals. Team scores at the beginning of the last period
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 Figure 1. Normal Probability Fit to the Distribution of Third Quarter
 Home Lead in NBA Games.
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 and the scores during the last period are modeled separately.
 As two referees pointed out, various teams in a given league
 differ in their ability to score and to produce late-game re-
 versals. However, for the sake of simplicity and lack of suf-

 ficient data, we do not accommodate the differential ability
 of the teams.

 We use data from the 1997-1998 regular seasons of the

 NBA, NFL, and NHL. This covered 1065 NHL games,
 1,188 NBA games, and 240 NFL games. The predictions
 from the probabilistic models are compared with the ac-
 tual outcomes. The data were gathered from the Web site
 http://www.sportingnews.com/

 2. BASKETBALL

 Let X and Y denote, respectively, the home team and the
 away team scores at the end of the third quarter. We assume
 a bivariate normal distribution for (X, Y) so that the differ-

 ence Z = X - Y is also modeled by a normal distribution,

 say N(,u, a). Note that we are assuming a common distri-
 bution for all the teams regardless of their unequal ability.
 For the 1997-1998 NBA data, the normal fit is good (Fig-

 ure 1, Anderson-Darling normality test p = .07). For these
 data, ,u= 2.6 and a = 12.3.

 As the scores are discrete data, a continuity correction is
 needed for the use of a normal distribution. A score of n

 points is taken to be equivalent to the interval (n- .5, n +. 5)
 on the continuous scale. With this continuity correction, the
 probability of a tie at the end of three quarters is given by

 Pr(Tie) = Pr(-.5 < Z < .5)

 = P{( 5 - PH)/u} - J{(-.5 - p9/cT} .032,
 (1)

 where JD(.) denotes the cumulative distribution function for
 the standard normal probability distribution. The actual pro-
 portion of games tied at the end of three quarters was .036
 (43 of the 1,188 games). As we are interested in the fourth-
 quarter reversals, we ignore the games that were tied at the

 end of three quarters. Among the untied games, let Pr(Hn)
 denote the probability that the home team leads by a differ-
 ence of n ( > 0) points at the end of three quarters, and let
 Pr(An) denote the corresponding probability for the away
 team. Then

 Pr H,,) Pr(n -.5 <Z < n +5) Pr(Hn) 1 - Pr(Tie)

 ({(n + .5- 9/u) }- {(n- .5-p)/u}
 1 - b{(.5 - p9u)f} + b{(-.5 - H/f

 (2)

 Table 1. Fourth Quarter Home Lead in NBA Games

 Status at three quarters

 Home leads Away leads Overall

 Mean -.27 1.19 .34

 St. Dev 7.15 7.32 7.28

 and

 Pr(An) 1 - Pr(Tie)

 (D{(-n + .5 - p)loj - -b(-n -5 5- p)/lo
 I -, Df(.5 - p1)/lo + lb{(-.5 - p1)/lo

 (3)

 The probability that the home team leads at the end of

 three quarters is then Pr(H) = E' l Pr(Hn) = .586 as
 compared to the actual proportion of .576 (660 home leads
 in 1,145 games). The probability that the away team leads at

 the end of three quarters is Pr(A) = E' I Pr(An) = .414
 as compared to the actual proportion of .424 (485 out of
 1,145 games).

 At the end of the fourth quarter, three possible outcomes

 are: scores are tied, home team wins, or the away team
 wins. Let U and V denote, respectively, the home team and
 away team scores during the fourth quarter and the over-
 time, if any. Under the assumption of bivariate normality
 for (U, V), the difference W = U - V is also modeled by
 a normal distribution. It is interesting to observe that the

 performances of the two teams in the last quarter are very
 similar. The mean difference was only .34 points in favor
 of the home team. But if we look at the fourth quarter dif-
 ference conditional on the game status at the end of three

 quarters, some interesting features emerge (Table 1). If the
 home team had a lead at three quarters, their lead decreased,
 on average, by .27 points. And if the visitors were leading
 at three quarters, the home team decreased the lead by an
 average of 1.19 points. This suggests that teams trailing at
 the beginning of the fourth quarter played better to come
 back. In doing so the home team demonstrated home court

 advantage. Accordingly, we have the following two situa-
 tions:

 Case 1. When the home team led at three quarters, let
 N(Q1, vi) denote the distribution for difference W. Obvi-
 ously, the chances of keeping the lead in the fourth quarter
 depend on the third quarter lead. Given that the home team

 had a lead of n (> 0) points at three quarters, the con-
 ditional probability that the home team wins the game is
 given by

 Pr(Home team wins the game |Hn)

 = Pr(W > -n) - 1- 1{(-n - 51)/vl} (4)

 Case 2. When the away team led at three quarters, let
 N(62, V2) denote the distribution of the difference W. In
 this case

 Pr(Away team wins the game |An)
 = Pr(W < n) = {(in - 2)/V2}. (5)

 The probabilities shown in (4)-(5) are of interest to the
 fans watching the game. It should be emphasized that there
 are not enough cases to estimate these probabilities by pro-
 portions. The use of a probability model is therefore a must.
 Figure 2 shows these probabilities graphically for various

 values of ni. To compute these probabilities, we used the pa-
 rameter values 01 -.27, W1 7.15, 02 =1.19, v2 =7.32,
 as given in Table 1.
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 Figure 2. Probability that the Third Quarter Leader Wins an NBA
 Game.

 The probability that home team keeps the lead is then

 Pr(Home team wins the game|Home team led at three quarters)

 En=1[1- - - 5l)/vi}] Pr(Hn) = .852 (6)

 Note that the numerator in (6) is the probability of intersec-

 tion of two events: {home team leads at three quarters} n
 {home team wins the game}. The denominator is the prob-
 ability that home team led at three quarters. The probability
 of reversal by the away team is then 1 - .852 = .148.

 The probability that away team keeps the lead is

 Pr(Away team wins the game|Away team led at three quarters)

 -En=l -2)V2} PrPr = .788 (7)

 And the probability of reversal by the home team is

 1 - .788 = .212. Using (6) and (7), we get the probabil-
 ity that the leader at the third quarter wins the game as
 (.586)(.852) + (.414)(.788) = .825 as compared to the ac-
 tual proportion of .837 (959 out of 1,145 games).

 Table 2. Goodness-of-fit for Outcomes in NBA Games

 Status at three quarters

 Home leads Away leads

 Final outcome Observed Expected Observed Expected

 Home wins 578 563 104 103

 Away wins 82 97 381 382

 Table 2 shows the expected and observed number of out-

 comes in 1,145 games in the 1997-1998 NBA regular sea-
 son. Looking at the actual outcomes, we find that the home
 team is about twice as likely to stage a fourth-quarter re-
 versals than is the away team (21.4% versus 12.4%). The
 corresponding percentages reported by Cooper et al. (1992),

 based on a sample of 189 NBA games from the 1990-1991
 regular season, were 33.3% and 10.5%. We also note that

 the observed number of late-game reversals by the home

 team are in excellent agreement with the prediction, but the

 visitors were not as successful in reversals as predicted by

 our model. One possible reason for this discrepancy could

 be the enormous home crowd support in the games when

 home team was leading by a narrow margin. If data were

 available, it would be interesting to investigate reversals in

 the last five minutes of the game.

 3. AMERICAN FOOTBALL

 In NFL games, the team scores in a quarter are typically

 skewed to the right. But the differences (= home score -

 away score) have relatively symmetric distribution. Unlike

 Stern (1991), we do not distinguish between the favorite

 and underdog teams. Let X and Y denote, respectively, the

 home team and the away team scores at the end of the

 third quarter. We assume that the difference Z = X - Y is

 modeled by a normal distribution, say N(,, ca). A normal
 probability fitting for our data shows that the assumption of
 normality for Z is reasonable (Figure 3, Anderson-Darling
 normality test p = .32). The parameter values are estimated

 as u = 2.1 and a = 13.1. Of the 240 games in the 1997-

 1998 NFL season, 13 were tied at three quarters and another

 3 ended in a draw. These 16 games are excluded from the
 further analysis.

 50-
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 Figure 3. Normal Probability Fit to the Distribution of Third Quarter

 Home Lead in NFL Games.

 Let U and V denote, respectively, the home team and

 away team scores during the fourth quarter and the over-
 time, if any. Under the assumption of bivariate normality
 for (U, V), the difference W = U - V is also modeled by a
 normal distribution. As in the case of basketball, the param-

 eter values for the distribution of W are assumed dependent
 on the status of the third quarter game (Table 3).

 Table 3. Fourth Quarter Home Lead in NFL Games

 Status at three quarters

 Home leads Away leads Overall

 Mean -.4 1.4 .5

 St. Dev 7.2 7.1 7.2

 When the home team was leading at three quarters, the

 away decreased the margin in the fourth quarter, on average,
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 by .4 points. And when the away team was leading at three

 quarters, the home team decreased the margin in the fourth

 quarter by 1.4 points. We use the same arguments as in case

 of NBA games. The probability that the home team wins

 the game given that they were leading at three quarters is

 computed to be .864. The corresponding probability for the

 visitors is .801. The overall probability that the leader at

 the third quarter wins the game is .835 as compared to the

 actual proportion of .821 (184 out of 224).

 Table 4. Goodness-of-fit for Outcomes in NFL games

 Status at three quarters

 Home leads Away leads

 Final outcome Observed Expected Observed Expected

 Home wins 112 111 23 19

 Away wins 17 18 72 76

 Table 4 shows the number of fourth quarter reversals in

 the 1997-1998 NFL season. The observed number of re-

 versals by the visitors is very close to the prediction but

 our model predicted a lower number of home team come-

 backs than were observed. We see that home team was twice

 as likely as visiting team to make fourth quarter reversals

 (24.2% versus 13.2%). In comparison, based on a sample of

 93 NFL games from the 1990-1991 regular season, Cooper

 et al. (1992) reported that both teams were almost equally

 likely to stage a fourth quarter comeback.

 4. ICE HOCKEY

 A game in NHL consists of three periods of 20 minutes

 each. The number of goals scored by each game during a

 fixed time interval can be modeled using independent Pois-

 son processes (Mullet, 1977). During the course of a game,
 each team makes, on average, about 25 shots at the goal

 with about 10% success rate. Therefore, the event of a goal

 score can be considered "rare" and the Poisson assumption

 is reasonable.

 Let X and Y denote, respectively, the home team and

 the away team scores at the end of the second period. We

 assume that X has a Poisson distribution with mean A and

 Y has a Poisson distribution with mean ,u independent of

 X. Therefore, the joint distribution of (X, Y) is

 Pr(X = x,Y =y) = ! x !8 ;

 x = 0, 1,2,...; y=0,1,2, ... (8)

 Table 5 shows the observed joint and marginal distribu-

 tions for X and Y for our data. The expected marginal dis-

 tributions were computed using A = 1.770 and ,u = 1.694

 as estimated from the same data. Chi-square goodness-of-fit

 test does not reject the hypothesis of independence of Pois-
 son distributions for X and Y ( x2 = 25.2 at 24 degrees of
 freedom with p = .40). Poisson distributions fit excellently

 for X (X2 = 2.2 at 4 df with p = .70) and Y ( x2 = 1.3 at
 4 df with p = .86).

 Using the Poisson joint probability model (8), we can find

 the probabilities of the three possible outcomes at the end

 of the second period. The probability of a tie is Pr(Tie) =

 L0% Pr(X = k, Y = k). The probability that -the home
 team leads by n (> 0) goals is Pr(Hn) = -O Pr(X = k+
 n, Y = k) and the probability that the away team leads by n

 (> 0) goals is given by Pr(A,) = Ek=O Pr(X = k, Y = k+
 n). Table 6 gives the computed probabilities, the expected
 and observed number of games for various outcomes in two
 periods. The agreement between the number of observed

 and expected frequencies is excellent (X2 = 5.6 at 9 df with
 p = .78).

 Table 6. Status at the End

 of Second Period in NHL Games

 Number of Games

 Outcome Probability Expected Observed

 Tie .224 239 224

 Home Lead

 1 Goal .192 204 208

 2 Goals .121 129 145

 3 Goals .059 63 64

 > 4 Goals .032 34 25

 Away Lead

 1 Goal .184 196 199

 2 Goals .110 117 118

 3 Goals .051 54 55

 > 4 Goals .027 29 27

 Total 1.000 1065 1065

 At the end of the third period, three possible outcomes

 are: scores are tied, home team wins, or the away team

 Table 5. Distributions of Second Period Scores in NHL Games

 Away team Home team score (X) Marginal for Y

 score (Y) 0 1 2 3 >4 Observed Expected

 0 34 68 45 24 16 187 195

 1 58 90 88 69 42 347 331

 2 46 85 71 42 30 274 281

 3 27 49 42 26 15 159 159

 >4 10 40 22 18 8 98 98

 Marginal Observed 175 332 268 179 111

 for X Expected 181 321 284 168 111
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 wins. About 75% of the games going overtime end in a tie.

 In the following, the term "third period" will mean the reg-

 ular time third period plus overtime, if any. Let U and V

 denote, respectively, the home team and away team scores

 in the third period. Again, we assume that U and V are

 independent Poisson random variables. However, the mean

 parameters for the Poisson distributions are assumed differ-

 ent depending on the game status at the end of the second

 period. This incorporates the home-away team differential
 in late-game reversals. Table 7 shows the third period mean

 scores of home and away teams broken down according to
 the status at the second period. Thus, we observe that a

 team leading at the second period performed, on average,
 better than the other team in the third period also. Home

 team shows an advantage over the away team in keeping
 the lead and in game reversals.

 Table 7. Third Period Mean Scores in NHL Games

 Status at two periods

 Team Tie Home leads Away leads

 Home .969 .989 .900

 Away .875 .765 .910

 No. of Games 224 442 399

 Table 8. Probability that Second Period Leader Wins an NHL Game

 Leader: home team Leader: away team

 Lead Leader wins Reversal Leader wins Reversal

 1 .727 .082 .667 .117

 2 .916 .019 .883 .031

 3 .981 .003 .969 .006

 4 .997 .000 .994 .001

 Given that the home team lead by n (> 0) goals at the
 second period, the probabilities for the three possible out-
 comes at the end of the game are:

 00

 Pr(Home team wins IHn) Z Pr(U > k - n, V = k),
 k=O

 00

 Pr(Away team wins Hn) Z Pr(U < k-n, V = k),
 k=O

 and

 00

 Pr(Tie IH,) Z Pr(U = k -n, V = k).
 k=O

 Similarly, we can compute probabilities for all possible

 combinations of scenario at the second period and at the end

 of the game. Table 8 shows the computed conditional prob-

 abilities of the leader victory and reversal for n- 1, 2, 3, 4.

 Now, the probability that the home team keeps the lead

 is given by

 Pr(Home team wins I Home team led at two periods)

 En= Pr(Home team wins Hn) Pr (Hn) _
 .839 0n= P(Hn

 The probability of reversal by the away team is

 Pr(Away team wins | Home team led at two periods)

 L0= Pr(Away team wins Hn) Pr(Hn) _
 00 Pr(H,) .4 En=1 (n)

 And the probability that the away team ties the scores is

 1 - .839 - .047 = .114. Similarly, the probability that the

 away team keeps the lead is computed to be equal to .796,

 and the probability of reversal by the home team is .068.

 Based on these conditional probabilities, the expected num-
 ber of outcomes for various scenarios can be computed. Ta-
 ble 9 shows the expected and observed frequencies for vari-
 ous outcomes for the 1997-1998 NHL season. The number

 of outcomes are reasonably close to those predicted by the

 Poisson probability model. Late-game reversals in hockey

 are not as dramatic as in case of basketball and football.

 There seem to be two obvious reasons for this-slow pace

 of scoring and possibility of a game ending in a tie. Count-

 ing ties also among the reversals (each team gets one point
 from a tie), home teams staged about 21% reversals and
 away teams managed about 15% reversals. In this regard,

 our model gives an excellent prediction.

 Table 9. Goodness-of-fit for Outcomes in NHL Games

 Status at the second period

 Home leads Away leads Tie

 Final outcome Observed Expected Observed Expected Observed Expected

 Home wins 374 371 23 27 84 81

 Away wins 23 21 315 318 70 70

 Tie 45 50 61 54 70 72
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